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WE PROVIDE SUSTAINABLE 
CONNECTIVITY OF THE


HIGHEST QUALITY THROUGH 
AUTOMATION & INNOVATION



Is that about ansible again?

Promise: I'm only going to mention Ansible once

 

So what is this about?
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So what is this about?

 

"As a Customer I want to order a service at midnight, patch cables right after 

and use it immediately"

 

 

 

 



Challenges

•

•

•

•

•

•

•

"As a Customer I want to order a service at midnight, patch cables right after and 

use it immediately"

Transparent pricing

Portal should reflect state of infrastructure

Portal should allow input by the Customer (e.g. vlan id or bgp password)

Transparent pricing → transparent Billing

Services must be deployed safely to the common infrastructure

Maintenance windows might be happening in some PoP at the same time

Other jobs might be running at the same time
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Job queue

Allocate Prefixes

Allocate Port

Provision order

New jobs

Workers

Order an IP-T



Input validation

•

•

•

•

•

•

•

How many ways can an AS number be entered?

1234

AS1234

ASN1234

​What about an AS-SET?

AS-TEST

AS1234:AS-TEST

RIPE::AS1234:AS-TEST

RIPE::AS-TEST

We need to ensure that all input is validated and normalized



Service Representation

•

•

Billing plans change, services change (what do you mean you need two ports and no IPv4?)

Break services into basic, reusable components that we can mix and match (and override)

 

 

 

 

 

 

 

… But at the same time, keep a service entity around to 

     reflect the current mix of components



Idempotency

•

•

•

Executing the same functionality with the same input, shouldn't produce a different output

 

 

How to ensure?

Repeated tests! Do I get the same thing every time I push the same arguments?

unit tests

provision tests

end to end tests



Re-Queing

•

•

•

•

•

•

•

Put an order back into the pipeline?

Service in the middle of the pipeline crashed

Bug

Change in details (say, add a BGP MD5 password)

 

All that is created (and allocated) until that point shouldn't be recreated →job saves state

 

How to ensure?

Idempotency ✅

Global IDs ✅

Dependencies between jobs ❌

Locks ✅



Tight Coupling

•

•

•

•

•

•

•

•

What happens when a service is being deployed when the request comes in?

Queues - retry provisioning when something fails  (idempotency!)

 

Make all communication asynchronous

REST APIs, stateless execution

Services connect back when they have results

Locks for critical sections

 

State of things cached in different layers (inventory)

cache busting when connecting back with the result

 

Generated configs persisted in Git, state in DBs



Network: Router configuration

•

•

•

•

partial or full configs?

lock when generating the inventory

lock when deploying a device

CI/CD, lint, syntax, diff, tests

autogenerated descriptions

 

Doing all things the "ansible way" stopped working for us

 

 

 

 

 



Network: Cabling

•

•

•

Need to ensure we always have enough ports (or enough time to cable more)

No loose coupling and caches here → Synchronous check

Spreadsheets don't play well after the first few hundred ports

Remote hands take time, shipping optics takes time
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